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Main Points

• The research has successfully built a machine-learning-based prediction model that can predict 
smartphone addiction with an accuracy of 75%.

• The study demonstrates a correlation between smartphone addiction and phone usage behavior, 
which includes screen-on duration, frequency of messages and calls, and duration of call, along with 
categorization of apps installed in the user’s phone.

• The authors have categorized the  various apps into five buckets based on the associated tags on 
Google Play Store, and used them as input features to predict smartphone addiction.

• Smartphone addiction is positively associated with the usage of apps belonging to the “social,” “gam-
ing,” and “shopping/food and drinks” buckets which have a positive correlation of 0.208, 0.18, and 0.201.

• Buckets comprised of utility applications primarily consist of applications like Google Maps which 
negatively correlate to smartphone addiction, suggesting that work does not contribute to addiction.

Abstract

Mobile phone technology has been completely revolutionized in recent years. From being used for calls and 
text messages, the usage pattern has now shifted, and involves heavy applications (apps) based on platforms 
such as Android and iOS. Therefore, people have become exceedingly dependent on smartphones, with most 
of them suffering from a smartphone addiction disorder. In this study, the authors collect app usage pat-
terns and categorize all apps into five buckets: social, entertainment, utility, gaming, and shopping/food 
and beverage. The data were collected through a self-developed app, named Activity Tracker, installed in 
the smartphones of individuals participating in the study. Activity Tracker also collects additional phone 
usage features such as call duration, number of texts/calls, and screen-on duration. The authors predict 
smartphone addiction using supervised machine-learning algorithms with good accuracy. This is a promis-
ing attempt to uncover multi-dimensional aspects of smartphone addiction by studying the usage patterns 
of installed Android applications. The study also includes gender-wise variations of smartphone usage pat-
terns and explicit parallelism between usage patterns of addicted and non-addicted users.
Keywords: Android application, smartphone addiction, smartphone usage pattern, supervised machine-
learning algorithms

Introduction

Smartphones are an indispensable part of our every-
day lives, and provide the functionalities of media 

player, digital camera, web browser, gaming, naviga-
tion, and high-speed internet access, all with a single 
touch. They have replaced cellphones and serve as a 
viable substitute for laptops, personal computers, and 
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many other devices. According to a study, the number of smart-
phone users in the world is likely to cross 3.8 billion people by 2021 
(Takahashi, 2018). India is likely to have 829 million users by 2022 
(ind, 2021). The significant increase can be attributed to user-
friendly applications (apps) available on the regularly upgraded 
platforms such as Android and iOS.

There is a pertinent concern around the misuse of this privilege. In 
this study, the authors primarily focus on participants of Indian 
origin. An average Indian now uses around 1GB of data per day, 
compared to the earlier level of 4GB a month, a 650% increase 
in data consumption, with 50% of the time spent on chat, brows-
ing, video streaming, social networking, and image apps (Nielsen, 
2018). Smartphone use often has harmful effects on users, who 
neglect their well-being and fail to care for their surroundings. 
A study revealed that using smartphones while driving reduces 
driving performance and can increase the risk of an accident. 
Since smartphones are closely related to internet, they are sig-
nificant perpetrators of internet addiction, accompanied by vari-
ous psychological and physical problems. Excessive engagement 
with smartphones leads to poor academic performance, irregu-
lar sleep patterns, decreased satisfaction in life, anxiety, stress, 
and decreased overall mental well-being (Samaha & Hawi, 2016; 
Thomée et al., 2011).

Smartphones are now so ingrained in our lives that their exces-
sive use is deemed as an addiction. The aspects of smartphone 
addiction have been proven to be very similar to that of drug and 
substance abuse (Lin et al., 2014). The evident growing use, over-
use, and misuse of smartphones are significant topics of research 
and need to be explored thoroughly.

Literature Review
The growing use of smartphones has led to a greater degree of 
problematic usage, leading to smartphone addiction. In this sec-
tion, the authors discuss the work done in the past on smart-
phone usage behavior and how it is related to addiction and 
problematic usage.

In 2005, Bianchi and Phillips predicted phone usage, consider-
ing extraversion, self-esteem, neuroticism, gender, and age as 
the potential predictors (Bianchi & Phillips, 2005). They derived 
a correlation between mobile phone usage and the psycho-
logical factors stated above. The Mobile Problem Usage Scale 
(MPPUS) was developed to detect problematic use of smart-
phones. This questionnaire primarily consists of current insights 
on behavior and technological addiction and information about 
the kind of relationship people have with their smartphones.

In 2018, Nahas and Hlais conducted a study focused on ado-
lescents and university students to determine the extent 
of problematic smartphone use among adults aged 18–65 
(Nahas et al., 2018). The study showed that chatting was the 
most used smartphone function and prevalent among younger 
and unmarried users, and those with mobile data subscriptions. 
In 2017, a representative sample of the population was taken 
to estimate the prevalence of problematic cell phone use in 
Spain (De-Sola et al., 2017). The users were categorized into 
four types––casual, regular, at-risk, and problematic––
using age, gender, level of education, and daily cell phone use 
as potential indicators. The results, based on multiple criteria, 

show that such problematic use shares the features of recog-
nized addictions, affecting not only adolescents but large seg-
ments of the population. Both the studies stated above use the 
MPPUS scale to estimate the extent of problematic cell phone 
usage.

In 2007, to address the claims that phone usage is addictive, a 
study was undertaken by Hooper and Zhou (2007) to catego-
rize phone usage behavior based on the underlying motivation. 
Six categories were identified: addictive, compulsive, dependent, 
habitual, voluntary, and mandatory. This categorization process 
is helpful in understanding smartphone usage behavior and moti-
vation. In order to know how people relate to these categories, a 
survey of 184 students was conducted. The study revealed that 
the behavior could not be conclusively categorized as any spe-
cific type. However, more robust support for mobile phone usage 
was categorized as dependent, voluntary, or mandatory behavior 
rather than as addictive, compulsive, or habitual. Furthermore, 
according to another study conducted on youngsters in Pakistan, 
most of them could use their cell phones within reasonable limits 
and did not tend toward extreme behaviors that lead to addictive 
cell phone usage (Ahmed & Perji, 2011).

In 2010, Oulasvirta et al. (2012) suggested that compulsive “check-
ing behavior” comprises a significant portion of smartphone 
addiction. There are three types of reward value associated with 
its usage, namely, information, interaction, and awareness. Mads 
Bødker et al. (2009) used the theory of computational value to 
evaluate smartphone user experience and realized how the con-
ditional, functional, social, emotional, and epistemic value of the 
device varies over time with each user.

Shin and Dey (2013) collected a wide range of smartphone usage 
data from smartphones and identified several features, namely the 
number of apps used per day, the ratio of SMSs to calls, number 
of event-initiated sessions, and the length of non-event-initiated 
sessions, which are useful for detecting problematic usage. They 
built detection models based on AdaBoost, with machine-learning 
algorithms to automatically detect problematic use. They inferred 
that the above features are useful for detecting problematic usage.

Lin et al. (2015) identified smartphone addiction using a mobile 
app. A novel empirical mode decomposition was used to observe 
the trend in smartphone use. The study was conducted for one 
month. Daily use duration and frequency were the parameters 
used to quantify excess usage and other features such as the rela-
tionship between the tolerance symptoms and the trend for the 
median duration of a use epoch. The study was further empow-
ered by psychiatrists’ assistance in determining self-reported 
phone usage time, which turned out to be significantly less than 
the time recorded through the app. The difference in usage time 
was positively correlated with actual smartphone use.

Smartphone addiction also has several negative impacts on young-
sters’ lives, such as sleep deprivation and attention deficit. Lee et al. 
developed the SmartLogger software to log a variety of application 
events such as power on/off, touch inputs, and phone events (call/
SMS). They concluded that at-risk groups exhibit a highly skewed 
usage pattern and are more addicted to mobile instant messaging 
apps, followed by voice calls, SMS, and emails (Lee et al., 2014). 
Since the research was more oriented toward smartphone addiction, 
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Ding et al. (2016) performed a correlation analysis between app 
usage features and app addiction scores to reveal that compulsive 
open times and usage time are good indicators of app addiction.

Through these studies, it is evident that usage of smartphones 
is becoming increasingly problematic. Past work has focused 
more on finding behavioral factors that influence smartphone 
usage: impulsiveness, self-esteem, self-monitoring, and loneliness. 
Since the assessments were self-reported, they were less reliable. 
A user’s smartphone usage behavior can change over time. The 
assessment mechanisms from past work cannot be applied con-
tinuously as they are unlikely to promptly detect an individual’s 
problematic use. This dynamic behavior of smartphone usage 
generates results that become inconsistent with time. Lastly, as 
smartphones continue to acquire various new apps with improved 
functionalities, there is a need to monitor the usage pattern of 
applications employed by users daily.

To address these shortcomings, the authors analyze smartphone 
usage by collecting a wide range of phone usage information from 
smartphones, using the Activity Tracker. This approach provides 
us with objective data regarding smartphone usage, which can 
further be used to predict problematic behavior.

Motivation
Owing to the staggering advancement in technology, mobile 
phones have become cheaper and are no longer used for the sole 
purpose of making phone calls or sending/receiving text mes-
sages. Their usage pattern has grown significantly different over 
time. Increased storage capacity, faster processing speed, and 
robust platforms such as Android/iOS provide convenient apps. 
These apps have come to redefine our smartphone usage pat-
tern in recent years, from WhatsApp/Instagram (Facebook Inc., 
Menlo Park, CA, USA)––used extensively for social commu-
nication––to Netflix (Netflix, Los Gatos, CA, USA)/Amazon 
Prime (Amazon.com, Inc., Bellevue, WA, USA)––used for 
entertainment purposes––to ordering food through Uber Eats 
(Uber Technologies Inc., San Francisco, CA, USA)/Swiggy (Bundl 
Technologies Pvt. Ltd., Bangalore, India).

The app-driven phone usage has led users to develop a compul-
sive behavior that affects their school, work, and even personal 
relationships. Users now succumb to nomophobia (fear of being 
without a phone) (Bhattacharya et al., 2019) with their online 
compulsive behavior. Users can switch between apps with ease, 
and new updates/bugfixes enhance their user experience.

Previous studies that reported phone usage patterns used self-
reported assessments (Elhai et al., 2016) or screen recording 
(Ferreira et al., 2014), which can be erroneous or inaccurate, and 
hence unreliable. There are no app-specific studies reported to 
date to predict smartphone addiction using machine-learning 
algorithms. In this pilot study, the authors were motivated to 
analyze problematic smartphone usage, the degree of usage of 
various apps, and their correlation with smartphone addiction. 
The authors developed an app named Activity Tracker to dynam-
ically collect information regarding phone usage, thereby enhanc-
ing the collected data’s reliability.

Moreover, it is the type of smartphone usage that should be 
taken into account while determining the degree of addiction. 
Considering screen time spent as the sole parameter is not 
enough, as the phone may be consumed passively (e.g., Google 
Maps) or for educational purposes (e.g., Unacademy) or content 
creation (e.g., photography/videography). Hence, categorization 
of usage based on the different kinds of applications can provide 
us with a wholesome picture.

The association of specific lifestyle apps with smartphone addic-
tion has been studied (Noë et al., 2019). However, usage of other 
categories of applications, like shopping/eatables (Tang & Koh, 
2017), apart from social functionalities, also contribute signifi-
cantly to smartphone addiction.

To overcome the limitations of previous research in this field, the 
users were asked to install the aforementioned Android applica-
tion (Activity Tracker) for a period of 7 days and monitor their 
smartphone usage activity in terms of number of messages, call 
duration, and on-screen time, and to fill in their self-esteem score 
(cite paper/questionnaire), and most notably, track the usage 
pattern of various Android applications they use. The novelty 
is to categorize these apps into specific buckets (as described 
in Table 1), and ask the users to fill the Smartphone Addiction 
Questionnaire (SAS-SV); using this data, we derive insightful 
correlations between the addiction and the smartphone usage 
pattern by employing various machine-learning algorithms. This 
also helps us derive meaningful comparisons between the usage 
of different apps and their contribution to smartphone addiction.

Interestingly, we came across research which determined that 
males are more likely to be addicted to the smartphone (Bisen 
& Deshpande, 2016), while at the same time, some advocated the 

Table 1.
Description of Buckets for Each Android Application

S. No. Bucket Tags Example Label
1. Social Social/Communication WhatsApp/Facebook/Instagram Soc

2. Entertainment Entertainment/Music/Video Player Netflix/Wynk/Saavn/Amazon Prime Ent

3. Utility Maps/ Navig ation /Phot ograp hy/Ed ucati 
on/Ne ws

Google Docs/Google Maps/Inshorts/Duolingo Uti

4. Gaming Gamin g/Adv entur e/Spo rts/S trate gy/Ad 
ventu re

PokemonGo/PUBG/Clash Royal Game

5. Shopping/Food 
and Beverage

Shopping/Food and Beverage Zomato/Myntra/Swiggy/Amazon SFD
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tendency of females to be more inclined toward the addiction 
(Tang & Koh, 2017). This also motivated us to draw a gender-
based parallel on smartphone addiction.

Proposed Approach
In this study, the authors developed the Android app named 
Activity Tracker to study each user’s smartphone usage pattern. 
The modus operandi is as below:

• Step 1: Install Activity Tracker in the user’s smartphone.
•  Step 2: Before commencing the process of data collection, 

the user is supposed to submit his/her demographic details 
such as name, age, and gender in the Activity Tracker itself.

•  Step 3: In order to determine the ground truth regarding 
the user’s smartphone addiction, the user also submits the 
Smartphone Addiction Questionnaire (SAS-SV), present in 
Activity Tracker 4.1.

•  Step 4: The user also submits the Single-Item Self-Esteem 
Questionnaire, which is used as a feature in our machine-
learning classification model to predict smartphone addiction.

•  Step 5: Once the questionnaires have been successfully sub-
mitted, Activity Tracker runs in the background and sends 
information regarding the user’s smartphone usage pattern 
to the back-end server, dynamically.

•  Step 6: Data collected through Activity Tracker are pro-
cessed to form the input features of the machine-learning 
classification model, as illustrated in Table 2.

•  Step 7: The machine-learning model is trained based on 
input features.

•  Step 8: The machine-learning model is used to predict 
likelihood if a person is addicted to the smartphone using 
machine-learning models. 

This entire process of data collection lasted for seven days. It has 
been briefly summarized in Figure 1.

Standard of Questionnaires Used
Smartphone Addiction Scale – Short Version (SAS-SV)
Min Kwon et al. revised the Smartphone Addiction Scale (SAS) 
and developed a shorter version consisting of 10 items. Each 
answer’s response could vary from “Strongly Agree” to “Strongly 

Disagree,” with a score between 1 and 6 associated with each 
response (Kwon et al., 2013). The final result was obtained by 
adding the score corresponding to each question. The scores 
of participants involved in this study range from 10 to 53. Min 
Kwon et al. suggested a cut-off value of 31 for boys and a cut-off 
value of 33 for girls.

Single-Item Self-Esteem Scale
The single-item self-esteem scale is used to compute the self-
esteem of a participant, by self-analysis and rating of their 
self-esteem on a Likert scale of 1 (very low) to 7 (very high) 
(Robins et al., 2001).

Classification Using Supervised Machine-Learning Algorithms
Supervised learning is a learning technique to teach the machine 
using data which are well labeled. We have input variables and 
an output variable and use an algorithm to learn the mapping 
function from the input to the output. The goal is to create an 
accurate map so that if we have new input data, we can correctly 
predict the output for that data. Supervised learning can be fur-
ther divided into two categories of algorithms:

1. Classification: A classification problem is when the output 
variable is a category, such as red or blue; disease or no 
disease.

2. Regression: A regression problem is when the output vari-
able is a real value, such as dollars or weight.

Classification is a technique to categorize our data into a desired 
and distinct number of classes, with a label assigned to each class. 
A classification model attempts to draw some conclusion from 
observed values and is used for predicting discrete responses. For 
example, when provided with a dataset about houses, a classifica-
tion algorithm can try to predict whether the houses will sell for 
a higher or lower price than the recommended retail price. Here, 
the houses will be classified according to whether their prices 
fall into two discrete categories: above or below the said price. 
Classifiers can be of two types:

1. Binary Classifiers: A classification problem with only two 
distinct classes or with only two possible outcomes. For 
example: male and female; spam email and non-spam email.

Table 2.
Input Features for Smartphone Addiction Prediction Machine-Learning Classification Model

S. No. Input Features Description (Cumulative Sum) Label
1. Total screen-on duration Sum of screen-on duration SOD

2. Total number of messages Sum of number of messages sent/received NOM

3. Total number of calls Sum of number of calls dialed/received NOC

4. Total duration of calls Sum of the duration of calls dialed/received DOC

5. Social Sum of usage duration of all apps in ‘Soc’ bucket Soc

6. Entertainment Sum of usage duration of all applications in ‘Ent’ bucket Ent

7. Utility Sum of usage duration of all apps in ‘Uti’ bucket Uti

8. Gaming Sum of usage duration of all apps in ‘Game’ bucket Game

9. Shopping/food and beverage Sum of usage duration of all apps in ‘SFD’ bucket SFD

10. Esteem score Single integer ranging from 1 to 7 to indicate self-esteem of each 
participant

Esteem_score
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2. Multi-Class Classifiers: A classification problem with more 
than two distinct classes. For example: classification of types 
of soil; classification of types of crops.

The different classification algorithms are:

Decision Tree
A decision tree is a supervised machine-learning algorithm that 
is used extensively for classification and regression problems. It 
has a tree-based structure with internal nodes representing the 
various features provided in the dataset, branches representing 
the decisions (yes/no), and finally, the leaf nodes denoting the 
desired outcome. This algorithm mimics the thinking of a human 
brain, and is therefore relatively easier to understand.

Decision Tree with AdaBoost
The primary difference between the decision tree and the decision 
tree with AdaBoost is that the weightage of certain decision trees is 
greater than the rest. Increased “say” or weightage is given to those 
that were able to perform best during the previous iterations, that is, 

with the least number of miscalculations. Hence, the distinguishing 
feature is its ability to learn from the previous iterations, so that the 
next one is built on the misclassification error of the last one.

Logistic Regression
Logistic regression is another supervised machine-learning algo-
rithm which uses an equation (often sigmoid function) for its rep-
resentation. P (y = 1) is represented as a function of x by defining 
proper weights to the input values and modeling them into binary 
values of 0 or 1.

For example: y = eˆ(b0 + b1*x)/(1 + eˆ(b0 + b1*x))

where y is the desired output, b0 is the bias or intercept term, and 
b1 is the coefficient for the single input value (x).

Support Vector Machine
The support vector machine (SVM) is a representation of the 
training data as points in space separated into categories by 
a clear gap that is as wide as possible. New examples are then 
mapped into that same space and predicted to belong to a cate-
gory based on which side of the gap they fall. The SVMs are effec-
tive in high dimensional spaces and use a subset of training points 
in the decision function, and are thus also memory-efficient.

Naive Bayes Classifier
Naive Bayes is a probabilistic classifier inspired by the Bayes the-
orem, under a simple assumption that the attributes are condi-
tionally independent. The classification is conducted by deriving 
the maximum posterior which is the maximal P(Ci|X) with the 
above assumption applying to the Bayes theorem. This assump-
tion greatly reduces the computational cost by only counting 
the class distribution. Naive Bayes is a very simple algorithm to 
implement and good results have been obtained in most cases. It 
can be easily scalable to larger datasets since it takes linear time, 
rather than by expensive iterative approximation as used for 
many other types of classifiers. However, naive Bayes can suffer 
from the zero probability problem. When the conditional prob-
ability is zero for a particular attribute, it fails to give a valid 
prediction. This needs to be fixed explicitly using a Laplacian 
estimator.

k-Nearest Neighbor
The k-nearest neighbor (KNN) algorithm is based on the hypoth-
esis that similar things exist in close proximity, thereby classify-
ing the new incoming data closely with the existing stored data 
based on resemblance in the features. It is also called a lazy 
learner algorithm because rather than learning from the data 
immediately, it classifies the data into a specific category. This 
algorithm would take the KNNs based on the Euclidean distance, 
count the data points in each category, and then assign the new 
data point into the category with maximum neighbors.

k-fold Cross-Validation
k-fold cross-validation is a technique used to gauge the perfor-
mance of a machine-learning algorithm by dividing the dataset 
into k subsets. k−1 subsets are used to train the dataset and the 
remaining set is used to check the performance of the trained 
model. Hence, we perform k such iterations, treating each fold as 
a validation set. This validation method has less bias and opti-
mism in checking the accuracy of the model and is hence pre-
ferred over the train/test split validation technique.

Figure 1. Proposed Approach.
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Activity Tracker App Development
Activity Tracker was developed on Android Studio IDE using 
JAVA. It is compatible with 99% of Android devices. The working 
of Activity Tracker is depicted in Figure 2. 

Step 1: Activity Tracker collects the data daily from each partici-
pant. The data collected through the app are as follows:

1. Screen Duration: The time (in milliseconds) for which the 
phone was used, the total screen-on duration was recorded 
for every participant each day. This was implemented using 
a never-ending service, running in the background. A broad-
cast receiver was used to trigger an intent when the partici-
pant switches the smartphone’s screen-on/off. The interval 
between each on and off action was computed to give the 
total screen-on duration of each day, and the sum of screen-
on duration for all the days then gave the total smartphone 
usage feature.

2. App Usage: The time (in milliseconds) for which indi-
vidual apps installed in the smartphone were fetched 
for each day was determined using UsageStats API. The 
UsageStatsManger queries to fetch the usage history of all 
the apps of a fixed time interval daily.

3. Call Logs: The CallLog provider contains information about 
placed and received calls. This provider uses content URI to 
access call log entries. The call history is fetched daily for a 
week.

4. Messages: The Telephony provider contains all sent and 
received text messages in the SMS app. This provider uses 
content URI to access SMS/text messages. The frequency of 
the messages sent and received is fetched daily for a week.

Step 2: The data collected from each individual’s smartphone is 
uploaded on the server every 24 hours using an AsyncTask. It 
allows performance of long-lasting tasks/background operations 
and shows the result on the user interface thread without affect-
ing the main thread.

Step 3: The data sent from Activity Tracker are fetched as a 
JSON Object and then stored on the cloud as a JSON Array. 
The cloud service platform used is Heroku (Salesforce, San 
Francisco, CA, USA) which supports several languages, help-
ing developers to build, run, and operate an app entirely in the 
cloud.

Step 4: The back-end of the Activity Tracker is supported by 
MongoDB (MongoDB Inc., New York City, USA) using Atlas. 
It is a fully-managed secure cloud database that handles all the 
complexity of deploying, managing, and healing the deployments 
on the cloud service provider. Figure 3 depicts the basic integra-
tion of the back-end process with Android smartphone and server.

Step 5: A .json file is extracted from the server which is further 
converted into CSV format. This CSV file is used as input to the 
data cleaning phase where the data are cleaned, as discussed in 
Section 6.2.

Dataset Creation
Raw Data
Ninety-six participants were involved in the study; 47 were males 
and 49 females, their mean age being 24.04. Activity Tracker was 
installed in the smartphones of all these participants. It collects 
data daily from each participant. Age and gender are recorded as 
the demographic details of the participants. Self-esteem scores 
and smartphone addiction scores are computed through ques-
tionnaires filled by the participants. The screen-on duration, 
number of messages, number of calls, duration of calls, list of 
apps, and usage duration of apps are recorded over a period of 7 
days. The data collected through the app are as follows:

(1) Age: The age of the participant, in years.
(2) Gender: Whether the participant is a male or a female.

Figure 3. Storage and Retrieval of Smartphone Usage Features 
from the Cloud Service Platform.

Figure 2. Working of the App on the Client Side.
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(3) Screen-on Duration: The total amount of time spent on the 
smartphone each day with the screen turned on.

(4) Number of Messages: The total number of text messages 
sent/received by the participant each day.

(5) Number of Calls: The total number of calls made/received 
by the participant each day.

(6) Duration of Calls: The total duration of calls made/received 
by the participant each day.

(7) List of Apps: Day-wise list of apps that the participant used.
(8) Usage Duration of Application: Day-wise list of usage dura-

tion of each app that the participant used.
(9) Esteem Score: The self-esteem of a participant on a Likert 

scale of 1–7 (Robins et al., 2001).
(10) Smartphone Addiction Questionnaire Score: The resultant 

score that was computed through the Smartphone Addiction 
Scale – Short Version (SAS-SV) (Kwon et al., 2013).

Data Cleaning
The process of data cleaning was performed in Python language 
using libraries such as Pandas, NumPy, and Sklearn. Snapshots 
of raw data collected and processed data have been alluded as 
Figure 4 and Figure 5. The following steps were performed to 
clean the raw data retrieved from Activity Tracker:

Step 1: Clean Android app’s name to remove redundant words 
such as com and Android. For example, “com.android.truecaller” 
renamed “Truecaller.”

Step 2: Create a list of different apps that all participants used.

Step 3: Create a list of all participants present in the study.

Step 4: Record demographic details such as name, age, and gender 
of each participant.

Step 5: Record the result of Smartphone Addiction Questionnaire 
and Self-Esteem Questionnaire for each participant.

Step 6: Record phone usage pattern (screen-on duration, number 
of calls/texts, and duration of calls) for each participant.

Step 7: Record app usage duration of each app for each 
participant.

Step 8: Remove those apps with usage duration less than the 
defined threshold of 5 minutes a day. The assumption is that 
for any meaningful/purposeful interaction with any app, a user 
needs to spend more than 5 minutes a day on that app. Hence, 
a usage duration of fewer than 5 minutes should not contrib-
ute to smartphone addiction. Perhaps, the study can be further 
extended to perform a detailed analysis of this threshold value.

Step 9: Categorize the remaining apps into five buckets. The buck-
ets are formed using tags associated with each app on Google 
Play Store, as per Table 1.

Step 10: Find the cumulative sum of the features over a period 
of 7 days.

Step 11: Normalize the values of all the features. The process of nor-
malization was performed using the preprocessing.MinMaxScaler.
fit_transform function present in Python to restrict all values  
within the range of 0 to 1 using the minimum and maximum values 
for a particular feature.

Step 12: Determine the output label, computed using Smartphone 
Addiction Questionnaire score and gender as follows:

•  For males, the threshold value of the score was 31, above 
which they were classified as addicted.

•  For females, the threshold value of the score was 33, above 
which they were classified as addicted (Kwon et al., 2013). 
The output labels are depicted in Table 3.

Step 13: The final dataset is thereby built. It is wholly annotated 
with output labels 0 and 1 and includes ten features to be used 
as input to the machine-learning classification models, as men-
tioned in Table 2.

Experiments and Analysis
Experiment 1: Checking the accuracy of various machine-learn-
ing-based classifiers to predict smartphone addiction.

The authors employed a k-fold cross-validation methodology to 
check machine-learning models’ accuracy to predict smartphone 

Figure 4. Data Collected.
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addiction. In this approach, the data set is randomly divided into 
k groups, or folds, of approximately equal size. The first fold is 
treated as a validation set, and the method fits on the remaining 
k−1 folds. The machine-learning classification models employed 
are decision tree, decision tree with AdaBoost, logistic regression, 
KNNs, and naive Bayes. This task was performed on Python.

Conclusion: The data set was divided into four folds by choosing 
the value of k as 4. The authors were successfully able to predict 
smartphone addiction using various features with good accuracy of 
75% of decision tree and decision tree with AdaBoost, as mentioned 
in Table 4, along with the accuracy of other classification models 
used. Similar models could henceforth be employed for these kinds 
of investigations related to the prediction of smartphone addiction.

Experiment 2: Establishing correlations between smartphone 
usage pattern and addiction using Pearson coefficient.

Also referred to as Pearson’s r, the Pearson product-moment 
correlation coefficient or the bivariate correlation compares 
the linear correlation between two variables, X and Y. Its value 
ranges from +1.0 to -1.0. A positive correlation depicts that as 
the value of one parameter increases, so does the corresponding 

parameter’s value. A negative correlation depicts that as the 
value of one parameter increases, the corresponding parameter 
value decreases. A zero correlation coefficient depicts no associa-
tion between the parameters [Wikipedia, 2021].

Conclusion: Table 5 depicts Pearson’s correlation between smart-
phone usage patterns used as input features and smartphone 
addiction. It is observed that as the total duration of screen 
time and number of messages increases, the likelihood of the 
person being addicted to a smartphone also increases. The maxi-
mum effect can be seen through the usage of apps present in the 
“social” bucket such as Facebook, WhatsApp, and Instagram, 
with a positive correlation of 0.208. Apps present in gaming and 
shopping/food and beverages also show a positive correlation. 
In contrast, apps used for a utility such as maps/navigation, 
document reader, or photography show a negative correlation to 
smartphone addiction as they are often used for productive uti-
lization of time rather than contributing to addiction. The total 

Figure 5. Data Pre-processing.

Table 4.
Accuracy of Various Machine-Learning Classification Models

S. No. Model
Cross-Validation 

Accuracy
1. Decision tree 75%

2. Decision tree with AdaBoost 75%

3. Logistic regression 64.58%

4. k-Nearest neighbors 68.75%

5. Naive Bayes 66.66%

Table 3.
Smartphone Addiction Model Output Labels

S. No. Result Label
1. Addicted 1

2. Non-addicted 0
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number of calls and apps present in the “entertainment” bucket 
shows a negligible correlation to the addiction levels.

Experiment 3: To find gender-based variation between addicted 
and non-addicted participants.

A study was conducted on 96 participants, comprising an almost 
equal number of males and females. The trend of smartphone 
addiction in males and females was analyzed.

Conclusion: According to the study, 35 males in the group are 
addicted to smartphones while the remaining 12 are non-
addicted. Twenty-six females are smartphone-addicted, while 
23 females are not. Figure 6 shows the pictorial representation of 
the gender-wise distribution of smartphone addiction among the 
participants. The study suggests that males are more susceptible 
to smartphone addiction when compared to females.

Experiment 4: To determine the degree of usage of various 
smartphone usage parameters for addicted and non-addicted 
participants.

The various smartphone usage parameters for addicted and non-
addicted participants are comparatively analyzed. The degree of 
usage of each parameter for addicted and non-addicted participants 
is shown in Figure 7. This gives a significant insight into the smart-
phone usage trend among addicted and non-addicted participants.

Conclusion: As shown in Figure 7, the screen-on usage param-
eter shows each participant’s total interaction with the phone. 
Smartphone-addicted participants have a higher usage of social 
and entertainment applications. They are likely to send/receive 
fewer messages and place/receive fewer calls than non-addicted 
users. The usage of utility apps is higher in non-addicted users, 
suggesting that their smartphone usage for work does not con-
tribute to addiction.

Experiment 5: To observe the trend of usage of various kinds of 
applications.

There is a staggering difference between the kinds of apps that 
users employ nowadays. Hence, the authors analyze the general 
trend of app usage and make comparisons based on usage dura-
tion. All participants’ mean time on applications belonging to 
each bucket was computed and then normalized to restrict the 
values to a range of −1 to +1, using prepr ocess ing.M inMax Scale 
r().f it_tr ansfo rm, present in Python 3.0.

Conclusion: Figure 8 analyzes the application usage pattern. It 
is observed that the participants spend their maximum time on 
social applications, followed by apps related to entertainment, 
and then by gaming. They spend their least time on apps related 
to shopping/food and beverage.

Discussion and Conclusion

Mobile phones, earlier restricted to mere communication, are 
now used for online shopping, gaming, social networking, and 
banking. All tasks that required manual operation or personal 
presence can now be accomplished using smartphones. However, 
there are major challenges in overcoming smartphone addiction. 
First, smartphones are widely and socially accepted due to their 
ease of access. Secondly, the user may begin using the smart-
phone as a one-stop solution to a number of functionalities such 

Figure 6. Gender-wise Distribution of Smartphone Addiction.

Table 5.
Pearson Correlation Between Input Features and Smart Phone 
Addiction

S. No. Feature
Smartphone 
Addiction

1. Total screen-on duration 0.119

2. Total number of messages 0.111

3. Total number of calls −0.040

4. Total duration of calls −0.106

5. Social 0.208

6. Entertainment 0.012

7. Utility −0.19

8. Gaming 0.18

9. Shopping/food and beverage 0.201

10. Esteem score 0.169

Figure 7. Comparison Between Normalized Degree of Usage 
and Types of Applications.
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as inbuilt watch, FitBit, GPS, camera, or calculator, but unregu-
lated usage of other applications like social networking and gam-
ing apps may cause the user to become addicted to smartphones. 
Thirdly, apps are designed to make users prolong their usage, 
with an infinite scrolling option that encourages users to con-
tinue online activity and attracts them to return using notifica-
tions or the daily rewards option. This prolonged usage leads to 
high levels of smartphone addiction and becomes challenging to 
control.

This research has successfully built a machine-learning-based 
prediction model that can predict smartphone addiction with 
an accuracy of 75% with the decision tree and decision tree with 
AdaBoost classification algorithms. The study demonstrates 
a correlation between smartphone addiction and phone usage 
behavior, which includes screen-on duration, frequency of mes-
sages and calls, and duration of call, along with categorization 
of apps installed in the user’s phone. This sets the ground for 
researchers to determine smartphone addiction levels using the 
aforementioned model.

Unlike the previous studies, the authors have categorized the vari-
ous apps into five buckets based on the associated tags on Google 
Play Store, and used them as input features to predict smartphone 
addiction. The authors inferred that smartphone addiction is pos-
itively associated with the usage of apps belonging to the “social,” 
“gaming,” and “food and shopping” buckets. These apps are the 
major contributors to predict smartphone addiction. The results 
proved that the “social,” “gaming,” and “food and shopping” 
buckets have a positive correlation of 0.208, 0.18, and 0.201. This 
supports the significant correlation of social media and internet 
gaming with smartphone addiction. However, the findings are 
not limited to any particular app, but rather a broad range of 
Android applications. This range of Android applications can be 
explored further to measure safe limits of application usage and 
enhance human–computer interaction while ensuring the men-
tal well-being of users. In particular, buckets comprised of utility 
applications primarily consist of applications like Google Maps, 
Video Recorder, HealthifyMe, Unacademy, etc., which negatively 
correlate to smartphone addiction, suggesting that work does not 
contribute to addiction (Noë et al., 2019). Researchers can lever-
age the individuals’ usage time for utility applications to mea-
sure effective time spent to enhance productivity and personal 
growth in comparison to other buckets which are positively cor-
related to smartphone addiction. The findings also suggest that 
unhealthy food intake and shopping addiction have physiological 
and behavioral disorders like depression and anxiety which lead 
to increased smartphone addiction (Tang & Koh, 2017).

Another interesting experiment was conducted to resolve the 
perplexing gender-based correlation between addicted and non-
addicted participants. In our study, it was found that males are 
more prone to smartphone addiction than females.

This is in accordance with previous study conducted among 
100 participants (50 males and 50 females), to measure gender 
differences in smartphone addiction (Bisen & Deshpande, 2016).

Figure 9. Dataset After Pre-processing.

Figure 8. Comparison Between Various Buckets on the Basis of 
Degree of Usage.
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The previous studies, which determined phone usage patterns 
solely through self-reported assessments, were prone to inaccura-
cies and hence unreliable. Therefore, in the current study, data 
were collected objectively with Activity Tracker, a self-developed 
app which dynamically records information regarding phone 
usage. The authors have successfully predicted smartphone 
addiction with good accuracy of 75%, using features collected 
through Activity Tracker. As there has been no app-specific study 
undertaken in the past, this study includes the effect of app usage 
patterns on smartphone addiction. The authors proposed catego-
rizing the various apps into five buckets based on the associated 
tags on Google Play Store and used them as input features for 
the machine-learning classification model. The effects of apps 
on smartphone addiction were thereby investigated extensively. 
The study includes explicit parallels between addicted and non-
addicted users based on normalized usage factors such as the 
number of calls/texts, duration of calls, and apps used.

The authors were successfully able to apply various machine-
learning-based classifiers to predict smartphone addiction.

This pilot study also found that the maximum contribution to 
addiction is through the usage of apps present in the “social” 
bucket such as Facebook, WhatsApp, and Instagram, with a posi-
tive correlation of 0.208. Apps present in gaming and shopping/
food and beverage also show a positive correlation. In contrast, 
apps used for a utility such as maps/navigation, document reader, 
or photography show a negative correlation to smartphone addic-
tion. The total number of calls and apps present in the “entertain-
ment” bucket shows a negligible correlation to the addiction levels.

Another interesting finding of the present pilot study is that 
males are much more addicted than females. However, this 
aspect needs to be studied with a more extensive database for 
generalizing this finding.

This research also attempted to study the degree of usage with 
various smartphone usage parameters for addicted and non-
addicted participants. It was found that smartphone-addicted 
participants have higher usage of social and entertainment 
applications and negative correlation with the usage of utility 
apps. This study also correlated the trend of usage of various 
applications, and it is observed that the participants spend 
their maximum time on social applications, followed by apps 
related to entertainment, and then by gaming. Users tend to 
spend their least time on apps related to shopping/food and 
beverage.

This study promises to uncover multi-dimensional aspects of 
smartphone addiction by studying usage patterns of installed 
Android applications, and hence paves the path for further 
detailed investigations of smartphone addictions by analyzing 
installed app usage.

Future Scope
In this study, each application was classified in a limited number 
of buckets to predict smartphone addiction. This classification 
can be narrowed down into more buckets, resulting in more input 
features to the classification model, thereby providing a better 
understanding of the app usage pattern. Since this was a pilot 
study performed on a limited number of participants, further 

studies can involve a larger group of volunteers. Furthermore, 
the defined threshold of 5 minutes of usage per day of an app 
has not contributed to addiction level. Researchers can further 
investigate this threshold to determine a more appropriate value 
for app usage duration, beyond which it might contribute to 
addiction. Various other features can also be included to predict 
smartphone addiction, such as app-initiated events, the number 
of notifications from each app, and more detailed investigations.
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A Appendix 1: Smartphone addiction survey in Android Application

The survey was a part of the Android application circulated among the participants. It collected each participant’s demographic infor-
mation and required them to fill in specific measures. The survey was composed of the following items:

A.1 Demographic Details
 1. Age
 2. Gender
 3. Name

A.2 Questionnaire 1 (Smartphone Addiction Scale – Short Version)
 1. Missing planned work due to smartphone use?
 2. Having a hard time concentrating in class, while doing assignments, or while working due to smartphone use?
 3. Feeling pain in the wrists or at the back of the neck while using a smartphone?
 4. Won’t be able to stand not having a smartphone?
 5. Feeling impatient and fretful when I am not holding my smartphone?
 6. Having my smartphone in my mind even when I am not using it?
 7. I will never give up using my smartphone even when my daily life is already greatly affected by it?
 8. Constantly checking my smartphone so as not to miss conversations between other people on Twitter or Facebook?
 9. Using my smartphone longer than I had intended?
 10. The people around me tell me that I use my smartphone too much?

A.3 Questionnaire 2 (Single-Item Self-Esteem Scale)
 1. Do you have high self-esteem?

B Appendix 2: Data pre-processing and collection

The steps followed to pre-process data collected through Activity Tracker are shown in Figure 9.

The raw data are then pre-processed and normalized as shown in Figure 8. Normalization is a technique to change the values of 
numeric columns in the data set to use a standard scale, without distorting differences in the ranges of values or losing information.


